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一、摘要 

這項研究的主要目的是探索基於 

YOLOv7[2] 的物體偵測技術在行車安

全領域的應用。在現代交通中，行車安

全一直是備受關注的焦點。因此，開發 

能夠幫助駕駛提高安全性和駕駛體驗的

系統變得愈發重要。 

  

關鍵詞：YOLOv7[2]、車載系統、行車

安全、PyQt[1] 

 

二、緣由與目的 

在這個人口與科技快速進步的時

代下，世界各地的用路人與日俱增，尤

其在台灣一個人口密度極高的國家，交

通意外事件層出不窮，每天都有事故在

道路上上演，跟車過近、會車擦撞、未

禮讓行人等意外頻繁發生，讓台灣人常

常自嘲我國的的駕照猶如「用雞腿換來

的」，為了解決此況，我們用YOLOv7

[2]這個物體檢測模型，嘗試從道路上

偵測到的物件獲取更多資訊，例如:距

離、出現時機等，並加以針對不同情境

做出反應，達到警示駕駛、增加道路安

全的效果。 

 

 

三、進行方式 

本專題使用 PyQt[1] GUI框架來實

現一個跨平台的圖形用戶界面，並以Y

OLOv7[2] 模型為基礎，實現行車安全

監測功能。該系統可以對車輛進行偵測

和距離估計，並根據設定的安全距離閾

值警示駕駛。在實際行車安全應用中，

本系統可以提高駕駛員的駕駛安全性和

駕駛體驗。 

 

具體而言，設計包括三個主要部

分：GUI界面、YOLOv7[2]模型和安全

監測模塊。GUI界面通過PyQt[1]框架實

現，提供了直觀的用戶操作界面。YOL

Ov7[2]模型用於車輛偵測和距離估計，

並且可以實現警示車輛安全距離的功

能。安全監測模塊可以根據設定的安全

距離閾值，對行駛中的車輛進行監測，

並在距離過近時發出警示。 

 
距離估計由於我們可以透過採用以YOL

Ov7[2]辨識出物件的Bounding Box之Wid

th與Height，再透過如上圖所示的物理成



像原理可得（1），再由（1）推估目前

的物件與鏡頭的距離。 

（1）  

 

四、使用技術方法  

(一) 輸入輸出端 

PyQt[1]是一個基於Python的UI

框架，可以用來設計和實現跨平台的圖

形用戶界面應用程序。 

 

(二) 影像辨識 

YOLOv7[2]是一種基於深度學習

的物體偵測模型，採用擴展的高效層聚

合網路 E-ELAN 以及將設計好之模型

進行複合模型縮放用以將模型架構優

化，可以實現高效快速地實現對圖片或

影片中物體的檢測和識別。 

 

(三) 影像處理 

● 夜間模式 

使用了Laplacian運算子進行邊緣

銳化後再傳入YOLOv7模型中進行車輛偵

測。 

● 車道線偵測 

先將畫面中的影像進行降噪和增

強對比，再用Canny邊緣偵測[5]後用霍

夫轉換[6]將車道線偵測出來，並在畫

面中設置roi區域(Region Of Interes

t)，當偵測到的車道線進入此區域時，

發出警告提醒駕駛。 

  

五、工具說明 

(一) Visual Studio Code 

Visual Studio Code是一款由微軟開

發且跨平台的免費整合式開發環境。該

軟體支援語法突顯、程式碼自動補全

（又稱 IntelliSense）、程式碼重構功

能，並且內建了命令列工具和 Git 版本

控制系統。 

 

(二) Qt Designer 

PyQt[1]是Python語言的GUI開發工

具之一。可以用來代替Python內建的Tki

nter。其它替代者還有PyGTK、wxPython

等。與Qt一樣，PyQt[1]是一個自由軟

體。 

 

 

六、結論與未來展望 

 這次的研究我們發現，跟之前使

用過的YOLOv4對比，YOLOv7[2]在物

件辨識成效上增強許多，能更精確的辨

識物件好讓我們得到想要的資訊。 

 目前研究進度基本功能已實作完

畢，可以偵測並辨識道路上的物件，算

出每個物件與攝影機的距離，車道偏移

功能也能正常運作，不過實際應用時要

根據車上鏡頭拍攝的角度(例如是否會

拍到引擎蓋，或是視角不同導致路面成

像不一樣)以及行駛路面去對邊緣偵測

以及ROI的參數做調整，以達到最好的

效果，未來會朝檢測效率以及參數調整

的方便性改進，也有考慮要新增其他功

能(坑洞位置回報[3])，讓這個專題整

體更加完整，達到實質的用路安全效

果。 
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