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https://github.com/tensorlayer/srgan.
[6]Unsupervised Representation Learning
with Deep Convolutional Generative
Adversarial Networks
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