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一、 摘要 

 

本次專題實作主題為建構一個基於

資料分析的球探系統，以 Vue.js 作為網頁

前端框架，並使用 Node.js 系統實做後端

服務，我們使用 Requests將資料從網站[1]

上爬取下來，再將資料利用 Pandas做基礎

資料前處理後儲存於 Firestore，使用

v-charts 將資料以視覺化方式呈現於網頁

上，並 scikit-learn進行隨機森林[2]機器學

習，預測球隊排名及最有價值球員 

(MVP)。於機器學習訓練過程中，為提升

R²決定系數[3]需不斷調整特徵及模型參

數，以尋找出最佳模型，最後則是使用

K-fold 進行最後驗證，以確保模型的精準

度並減少過度擬合的問題。 

 

關鍵詞： 

資料視覺化、機器學習、隨機森林 

                                                                                

二、 緣由與目的 

 

對於剛開始接觸 NBA 的球迷，往往

想要更進一步了解籃球的資訊時，會因為

一堆文字及數據而退卻，因此我們希望能

夠透過數據視覺化的方式，提供球迷更加

友善的管道了解自己所喜愛的球隊及球

員。近年機器學習蓬勃發展，於體育界也

有許多案例，最著名的就是「魔球理論」，

透過數據的預測及分析球員發展，因此我

們也透過機器學習，來預測 MVP 及球隊

排名，以提供有興趣的球迷當作參考。 

 
圖 1機器學習流程圖 

 

三、 研究報告內容 

 

(一) 資料視覺化 

利用 v-charts 根據球員不同的數據來

選擇不同類型的圖表，讓數據以最合適的

方式呈現，能夠一目瞭然。 

 

(二) 資料前處理 

在機器學習前，需要將資料做清理，

去除不需要的資料及干擾，再進行缺失資

料處理。做完資料前處理後，會將資料分

成訓練資料集及驗證資料集，以提供機器

學習使用。 

 

(三)  機器學習 

本次專題我們選用隨機森林演算

法，選擇原因有二，一是因為其較適合高

維度的資料，二是因為此演算法選用訓練

的特徵彼此相關性不能過高，而這也符合

我們的需求。在訓練的過程中，我們需不

斷的使用 GridSearchCV 調整參數及挑選

特徵[4]，以尋找最佳模型(如圖 1)，最後

使用 K-fold分成 K個賽季進行驗證，以驗

證 此 模 型 的 精 準 度 ( 如 圖 2) 。



 2 

 
圖 2 K-fold示意圖 

(四) 系統架構 

「NBS」是一個以資料分析為主軸的

球探系統，以 Vue.js 做為網頁的前端，

Node.js為後端的網頁服務，並使用 Cloud 

Firestore 做為我們的資料庫，透過 Web 

crawler 來抓取我們所需的相關資料，再利

用 python進行資料前處理，最後將資料放

入資料庫中，以提供網頁呈現視覺化資料

及機器學習所需的訓練數據。（如圖 3）。 

 

(五) 實驗結果 

本次專題的實驗主題為資料視覺化及

機器學習，資料視覺化方面，透過揣摩使

用者的體驗來設計，我們認為與原本 NBA

網站，閱讀上已經改善很多，符合我們的

初衷，設計給剛接觸 NBA 的人使用。在

機器學習方面，我們運用隨機森林演算法

來預測 MVP 排名及球隊排名，因兩者預

測的方式都是以排名的方式進行預測，因

此在準確率上雖不甚高，但結果仍有一定

的參考價值，兩者的模型精確度都在 6成

左右(如表 1)，還有待改善的空間。 

 
表 1 MVP預測結果 

 
圖 3 系統架構圖 

 

四、 結論 

 

 於本次專題中，準確率未如預期的

高，訓練期間我們發現除了調整挑選特徵

及模型參數外，最重要的是特徵與目標之

間的關係，除了挑選與目標關係度高的特

徵外，也要挑選有意義的特徵，而不是一

昧挑選高相關度特徵即可。而另一問題則

是訓練資料的選擇，在現今籃球球風與以

前相差許多，若是選擇較早期的數據可能

會影響模型，因此在預測模型中我們特地

選擇近期的數據進行訓練。 

 雖然本次專題預測之數據擁有一定

準確率，但仍有可進步的空間，在未來我

們可透過蒐集更多資料、調整特徵及模型

參數等方式，或是選擇其他演算法，來進

行嘗試以提升預測的精準度。 
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