
實務專題計畫成果摘要報告 

1 

 

長短期記憶神經網路於樂段生成之應用 

 

專題編號：107-CSIE-S013 

執行期限：106年第1學期至107年第1學期 

指導教授：尤信程 教授 

專題參與人員：104590024  蔡一玄 

 
一、 摘要 

 

  近年來，人工智慧、機器學習相關

領域開始成為科技業的熱門話題。而人

工智慧可以應用的領域十分廣泛，只要

有一定數量的資料，就能夠讓電腦分析

或預測我們想要的結果。在這麼多的領

域當中，藝術較難達到比較好的結果，

因為當中融入了人類的情感、生命、想

法，這些都是電腦難以捉摸的。或許，

要創作出具獨特風格以及有靈魂的藝術

作品難度甚高，但模仿特定藝術家，創

作出類似其風格的作品，這方面是可行

的。本專題便是融合音樂以及人工智慧

相關概念，將電腦可辨識的MIDI檔(一種

將音樂以數位方式表達的檔案)進行資料

預處理，也就是把音高、拍子．．．等

音樂符號轉成矩陣的方式表示，接著利

用深度學習中的LSTM神經網路作為主要

模型，產生與輸入矩陣相似的輸出矩陣，

再把輸出的矩陣轉回 MIDI 檔，而這個檔

案就是電腦創作的樂曲。 

 

二、 緣由與目的 

 

  除了資訊工程領域外，本人對音樂

有很大的熱忱，會利用課餘時間練習鋼

琴以及研究音樂。此外，因為人工智慧

是現在非常熱門的領域，我便對這個領

域產生好奇，想了解究竟電腦是如何進

行學習的，於是就決定嘗試這個跨領域

結合的專題。 

 

三、 研究報告內容 

 

  本專題使用 Python 語言，搭配由

Keras 套件所提供的神經網路模型，以及

Music21套件所提供的數位音樂工具包。 

 

四、 格式注意事項 

 

將人類看得懂的樂譜轉為電腦可辨

識的數字矩陣 

 
 

 

 

[
 
 
 
 
   83 128 83 128 81 128 79 128．．． 

 79 128 78 128 76  75  76 128．．．

88 128 83 128 84  78  79 128．．．

  84 128 83 128 81 128 128 128 79．．．]
 
 
 
 
 

 

 0 ~ 127：音高。 

 128~131：音符的持續符號

（例如：73 128，代表73這個

音長度為兩拍），而128表示

第一聲部，129表示第二聲部，

以此類推。 

 132：休止符。 

 133、134：樂曲的起始符號

與終止符號。 

  接著將數字矩陣轉為 one-hot 表示法，

即每個數字可以轉成一個只含0和1的矩

陣，其中該數字的位置為1，其餘為0。 
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五、 系統架構 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

六、 實驗結果 

  生成音樂的部分，本系統採用兩種

不同的方式，主要的差別是輸入資料的

表示方法。 

 

 
圖1 方法 A所生成的樂段範例 

 

  使用方法 A 生成的樂段雖然品質較

好，但缺乏獨特性，有些段落與輸入音

樂極為相似，為了改善此問題，我們將

目標資料做時間位移。 

 

 
圖2. 方法 B所生成的樂段範例 

  使用方法 B 確實改善了方法 A 獨特

性不足的問題，但是比較難生成品質好

的樂曲，僅有某些片段還能維持一定的

品質。 

 

七、 結論 

  雖然本系統生成的樂曲品質有待改

進，但利用這次機會，筆者吸收了不少

深度學習的相關知識，也了解到深度學

習應用於音樂創作尚有很大的改善空間。 
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